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ABSTRACT. For the Nicholson’s blowflies equation with
a distributed delay

Ṅ(t) = −δN(t) + p

Z

t

h(t)
N(s)e−aN(s)dsR(t, s), t ≥ 0,

we obtain existence, positiveness and permanence results for
solutions with positive initial conditions. We prove that all
nonoscillatory about the positive equilibrium N∗ solutions tend
to N∗. In the case δ < p < δe there are no slowly oscillating so-
lutions and the positive equilibrium is globally asymptotically
stable. Some generalizations to other nonlinear models of pop-
ulation dynamics with a distributed delay in the recruitment
term and a nondelayed linear death term are considered.

1 Introduction It is usually believed that equations with a dis-
tributed delay provide a more realistic description for models of pop-
ulation dynamics and mathematical biology in general. For example,
if the delay involved in the equation is a maturation delay, then the
maturation time is generally not constant, but is distributed around its
expectancy value.

Historically, Volterra considered the logistic equation with a distributed
delay in 1926 [34]

(1) Ṅ(t) = rN(t)

∫ ∞

0

k(τ)

[

1 −
N(t − τ)

K

]

dτ,
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first, before the Hutchinson’s equation (the logistic equation with a con-
centrated delay)

(2) Ṅ(t) = rN(t)

[

1 −
N(t − τ)

K

]

was introduced in 1948 [19]. Here N is the size of the population, K is
the carrying capacity of the environment, the function k(τ) ≥ 0 in (1)
satisfies

(3)

∫ ∞

0

k(τ)dτ = 1.

This can be interpreted in the following way: the present growth rate
depends on the state in the past, where

∫ τ2

τ1

k(τ) dτ is the probability
that delay τ is between τ1 and τ2.

The Nicholson’s blowflies equation

(4) ẋ(t) = −δx(t) + px(t − τ)e−ax(t−τ)

was used in [13] to describe the periodic oscillation in Nicholson’s classic
experiments [27] with the Australian sheep blowfly, Lucila cuprina.

The main object of the present paper is the generalization of (4) to
the case of a distributed delay

(5) ẋ(t) = −δx(t) + p

∫ t

h(t)

x(s)e−ax(s)dsR(t, s), t ≥ 0,

where
∫ t

h(t) dsR(t, s) = 1 for any t. The distributed delay involved in (5)

is more general than one in (1) in the following sense: if we interpret the
delay as probability, then the probabilistic measure is not necessarily
non-atomic. For example, (4) is a special case of (5), while (2) cannot
be obtained from (1). However, unlike (1), we do not consider infinite
delays.

As an additional generalization, we consider a nonlinear differential
equation with a distributed delay in the recruitment term and instanta-
neous death

(6) ẋ(t) = δ

∫ t

h(t)

f(x(s))dsR(t, s) − δx(t), t ≥ 0.

The delay we consider is the most general type of delay. As special cases,
(6) includes
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The integro-differential equation

(7) ẋ(t) = −δx(t) + δ

∫ t

h(t)

K(t, s)f(x(s)) ds

corresponding to the absolute continuous R(t, ·) for any t. Here

∫ t

h(t)

K(t, s) ds = 1 for any t, K(t, s) =
∂

∂s
R(t, s) ≥ 0

is defined almost everywhere.
The equation with several concentrated delays

(8) ẋ(t) = −δx(t) + δ
m

∑

k=1

ak(t)f (x[hk(t)]) ,

with ak(t) ≥ 0, k = 1, . . . , m, where
∑m

k=1 ak(t) = 1 for any t. This
corresponds to R(t, s) =

∑m
k=1 ak(t)χ(hk(t),t](s), where χ[a,b](t) is the

characteristic function of the interval [a, b].

For various models of Mathematical Biology with distributed and
concentrated delays see the monographs [6, 11, 20, 21]. We also refer
the reader to [1–5, 7, 10, 14, 17, 18, 24–26, 28–33, 35, 37] and to
the references therein for the recent progress in the theory of delay dif-
ferential equations with a distributed delay, especially asymptotics and
stability, as well as justification of various applied models including a dis-
tributed delay. Here we deliberately do not mention recent developments
in neural networks and control theory for equations with distributed de-
lays. Many publications on equations with a distributed delay refer to
partial differential equations, however we mention here only [15], where
the diffusive Nicholson’s blowflies equation with distributed delays was
considered. The delay in [15], as in most of the above publications, was
of the integral type (7).

2 Preliminaries Together with (6) and (5) we consider initial con-
ditions

(9) x(t) = ϕ(t), t ≤ 0.

Let us assume that the parameters of the equation (5) satisfy

(a1) p > δ > 0;
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(a2) h : [0,∞) → IR, is a Lebesgue measurable function, h(t) ≤ t,
limt→∞ h(t) = ∞;

(a3) R(t, ·) is a left continuous nondecreasing function for any t, R(·, s)
is locally integrable for any s, R(t, s) = 0, s ≤ h(t), R(t, t+) = 1.

Here u(t+) is the right side limit of the function u at the point t.

Now let us proceed to conditions for the initial function ϕ. The
integral in the right hand side of (6) should exist almost everywhere.
In particular, for (7) with a locally integrable kernel, ϕ should be a
Lebesgue measurable essentially bounded function. For (8) ϕ should
be a Borel measurable bounded function. For any distribution R the
integral exists if ϕ is bounded and continuous (here we either consider the
model (5) or assume f is continuous). Besides, we consider a population
dynamics model, so the initial value is nonnegative and the value at the
initial point is positive. Thus, we assume

(a4) ϕ : (−∞, 0] → IR is a continuous function, ϕ(t) ≥ 0, ϕ(0) > 0.

However we keep in mind that the condition (a4) can be relaxed for
certain types of R(t, s).

Throughout the paper, our main object is the Nicholson’s blowflies
equation and we assume in (6)

f(x) =
p

δ
xe−ax.

In Section 6 we discuss some possible generalizations, where f is a con-
tinuous function. Conditions on f(x) will be specified later.

Let us notice that the condition R(t, h(t)) = 0 means that the delay
is finite, while R(t, t+) = 1 corresponds to any delay equation, which is
“normalized” with the coefficient p. Thus R has a probabilistic meaning:
R(t, s) is the probability that at point t the delay does not exceed s.

Definition 1. An absolutely continuous in [0,∞) function x : IR → IR
is called a solution of the problem (6),(9) if it satisfies equation (6) for
almost all t ∈ [0,∞) and conditions (9) for t ≤ 0.

Definition 2. Equation (6) has a nonoscillatory about the positive equi-

librium x∗ solution x(t) if the difference x(t) − x∗ is either eventually
positive or eventually negative. Otherwise, all solutions of (5), (9) are
oscillatory about x∗.



NICHOLSON’S BLOWFLIES EQUATION 111

The Nicholson’s blowflies equation (5) has the positive equilibrium

(10) x∗ =
1

a
ln

(p

δ

)

.

Similar to the general case, we can specify particular cases of (5): the
integrodifferential Nicholson’s blowflies equation

(11) ẋ(t) = −δx(t) + p

∫ t

h(t)

K(t, s)x(s)e−ax(s) ds,

the Nicholson’s blowflies equation with several variable delays

(12) ẋ(t) = −δx(t) + p

m
∑

k=1

ak(t)x[hk(t)]e−ax[hk(t)],

and the equation with a constant delay [13, 27]

(13) ẋ(t) = −δx(t) + px(t − τ)e−ax(t−τ).

Finally, we comment that we still consider the equation with constant
coefficients and a constant equilibrium and our results do not involve
some recent developments in the theory of Nicholson’s blowflies equa-
tions with variable (periodic) coefficients [8].

3 Existence, positiveness and permanence of solutions Let
C([c, d]) be the space of continuous in [c, d] functions with sup-norm,
L2([c, d]) be the space of Lebesgue measurable functions y(t), such that

Q =

∫ d

c

(y(t))2 dt < ∞, ‖y‖L2([c,d]) =
√

Q.

We will use the following result from the book of Corduneanu [9,
Theorem 4.5, p. 95].

Lemma 1. Consider the equation

(14) ẏ(t) = (Ly)(t) + (Ny)(t), t ∈ [c, d],

where L is a linear bounded causal operator, N : C([c, d]) → L2([c, d]) is

a nonlinear causal operator which satisfies

(15) ‖Nx − Ny‖L2([c,d]) ≤ λ‖x − y‖C([c,d])

for λ sufficiently small. Then there exists a unique absolutely continuous

solution of (14) in [c, d], with the initial function equal to zero for t < c.
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Let us note that the function

(16) f(x) =
p

δ
xe−ax

attains its maximum at the point

(17) xM =
1

a
,

which equals

(18) M = max
x≥0

f(x) = f(xM ) =
p

δae
.

Its first derivative

(19) f ′(x) =
p

δ
e−ax(1 − ax)

satisfies f ′(0) = p/δ, then the derivative decreases in [0, 2/a], where at
x = 2/a it equals −(p/δ)e−2, in [2/a,∞) the derivative increases and
tends to zero. Thus |f ′(x)| ≤ K = p/δ for any x > 0 and

(20) |f(x) − f(y)| ≤ K|x − y| =
p

δ
|x − y|, x, y > 0, K =

p

δ
.

Theorem 1. Suppose (a1)–(a4) hold. Then there exists a unique solu-

tion of (5), (9).

Proof. To reduce (5) to the equation with the zero initial function, for
any c ≥ 0 we can present the integral as a sum of two integrals

(21) ẏ(t) = −δy(t) + δ

∫ t

c

f(y(s)) dsR(t, s) + δ

∫ t

c

f(ϕ(s)) dsR(t, s),

where
y(t) = 0, t < c, ϕ(t) = 0, t ≥ c.

Here c ≥ 0 is arbitrary, so we begin with c = 0 and proceed to a
neighbouring c to prove the existence of a local solution. Then in (14)

Ly = −δy, Ny = δ

∫ t

c

f(y(s)) dsR(t, s) + F (t),

where F (t) = δ

∫ t

c

f(ϕ(s)) dsR(t, s)
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and for any λ > 0 there is d, such that

‖Nx − Ny‖L2([c,d]) ≤ δ

∥

∥

∥

∥

∫ t

c

|f(x(s)) − f(y(s))| dsR(t, s)

∥

∥

∥

∥

L2([c,d])

≤ δK max
τ∈[c,d]

|x(s) − y(s)|

∥

∥

∥

∥

∫ t

c

dsR(t, s)

∥

∥

∥

∥

L2([c,d])

≤ δK‖x(s) − y(s)‖C([c,d])|d − c|

≤ λ‖x − y‖C([c,d])

for |d − c| ≤ λ/p due to (20), here λ can be chosen small enough. By
Lemma 1 this implies the uniqueness and the existence of a local solution
for (5). This solution is either global or there exists such t1 that either

(22) lim inf
t→t1

x(t) = −∞

or

(23) lim sup
t→t1

x(t) = ∞.

The initial value is positive, so as far as x(t) > 0, the solution is not less
than x(0)e−δt, which solves ẋ = −δx. The solution is continuous, so to
become negative, it should first intersect the curve x(0)e−δt, thus the
solution is positive and the former case (22) is impossible. In addition,
ẋ(t) < 0 for any x(t) > M , which contradicts (23). Thus there exists a
unique global solution, which completes the proof.

Theorem 2. Suppose (a1)–(a4) hold. Then the solution of (5), (9) is

positive for t ≥ 0.

Proof. Let us make the substitution

(24) y(t) = x(t)eδt,

then (5) becomes

(25) ẏ(t) = peδt

∫ t

h(t)

y(s)e−δse−ay(s) exp(−δs)dsR(t, s), t ≥ 0.

Thus y(0) > 0 and ẏ(t) > 0 as far as y(s) > 0, s ≤ t, consequently,
y(t) > 0 for any t ≥ 0. Since the signs of y(t) and x(t) = y(t)e−δt

coincide, then x(t) > 0 for any t ≥ 0.
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Definition 3. The solution x(t) of (5), (9) is permanent if there exist
A and B, B ≥ A > 0, such that

A ≤ x(t) ≤ B, t ≥ 0.

In the following theorem not only we prove permanence of all solu-
tions of (5) with positive initial conditions but also establish bounds for
solutions.

Theorem 3. Suppose (a1)–(a4) hold. Then the solution of (5), (9) is

permanent.

Proof. By Theorem 2 the solution is positive for t ≥ 0. By (a2) there
exists t1 > 0, such that h(t) > 0, t ≥ t1. Below we demonstrate that
in the case 0 < δ < p ≤ δe if the solution is between xmin and xmax for
0 < t < t1 (assuming x∗ ∈ [xmin, xmax]), then x(t) ∈ [xmin, xmax] for any
t ≥ 0 (see Figures 1 and 2).

 0
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FIGURE 1: The graphs of the functions y = px exp(−x) and y = δx for
0 < δ < p < δe. Here p = 1.5, δ = 1, the point of intersection of two
graphs is less than x = 1 (the maximum point). If the solution is between
xmin and xmax for t < t1, where the segment [xmin, xmax] contains the
equilibrium point, then the solution is in this segment for any t. If the
equilibrium point x∗ is not contained, then the lower (upper) bound is
substituted by x∗.
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FIGURE 2: The graphs of the functions y = px exp(−x) and y = δx

for p = δe. Here p = e, δ = 1, the point of intersection of two graphs is
exactly x = 1 (the maximum point). If the solution is between xmin and
xmax for t < t1, then x(t) ∈ [min{xmin, 1}, max{xmax, 1}] for any t ≥ 0.

The situation in the case p > δe is a little bit more complicated (see
Figure 3). Below we consider the general case.

Let us take any ε > 0 and define

A = min
{

inf
t∈[0,t1]

x(t), f(M + ε), x∗
}

(26)

B = max

{

sup
t∈[0,t1]

x(t), M +
ε

2

}

(27)

and demonstrate

(28) x(t) ∈ [A, B], t ≥ 0.

By the definition of A and B we have

m = inf
A≤x≤B

f(x) ≥ A, M = sup
x≥0

f(x) ≤ B

and x(t1) ∈ [A, B].
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FIGURE 3: The graphs of the functions y = f(x) = px exp(−x) and
y = δx for p > δe. Here p = 12, δ = 1, the point of intersection of two
graphs is greater than x = 1 (the maximum point). Here f(1) should be
taken into account in the upper bound of a solution, as well as f(f(1))
in the lower bound.

Let us demonstrate (28). Suppose the contrary: x(t) > B or x(t) < A
for some t > t1.

First, let x(t) > B. Denote

S = {t > t1|x(t) > B}, t∗ = inf S.

Then x(t∗) = B, M = supx f(x) < B. Since x(t) and f(x) are continu-
ous, then there exists some ν > 0, such that for t ∈ [t∗ − ν, t∗) we have
B > x(t) > (B + M)/2, also f(x(t)) ≤ M < (B + M)/2 for any t ≥ 0.
Thus for t ∈ [t∗ − ν, t∗)

ẋ(t) = δ

[

∫ t

h(t)

f(x(s)) dsR(t, s) − x(s)

]

< δ

[

∫ t

h(t)

M dsR(t, s) −
B + M

2

]

= δ

(

M −
B + M

2

)

= δ
M − B

2
< 0.
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Consequently, B = x(t∗) < x(t∗ − ν), which contradicts the definition
of t∗ as the infimum of S, since t∗ − ν ∈ S. Thus x(t) ≤ B, t ≥ t1.

Second, let x(t) < A. Again, denote

S = {t > t1 | x(t) < A}, t∗ = inf S.

x(t∗) = A, x(t) ≥ A and f(x(t)) > A for t ≤ t∗. Similar to the previous
case, we find some left ν-neighbourhood of t∗, where the derivative is
positive; then x(t∗ − ν) < x(t∗) = A, so t∗ − ν ∈ S, which contradicts
the definition of t∗ as inf S. Finally, x(t) ∈ [A, B], so any solution with
positive initial conditions is permanent, which completes the proof.

4 Oscillation

Theorem 4. Suppose (a1)–(a4) hold. Then any nonoscillatory about

x∗ solution of (5), (9) tends to the equilibrium (10):

(29) lim
t→∞

x(t) = x∗.

Proof. 1) First, suppose 0 < x(t) < x∗, t ≥ t1. By (a2) there is a
point t2, such that h(t) > t1, t ≥ t2. The solution is permanent by
Theorem 3 and x(t) ∈ [A, B], where A and B are defined in (26) and
(27), respectively. In particular, denote m0 = A, then m0 ≤ x(t) < x∗,
t ≥ 0. Further, introduce

(30) m1 = min
{

min
m0≤x≤x∗

f(x), x∗
}

.

We observe m1 > m0, since m0 = A < x∗ and f(x) > x, x < x∗. In
addition, ẋ(t) > 0 for any x(t), as far as still 0 < x(t) < m1 and t ≥ t2.
Then, there are two possibilities: x(t) is increasing and is less than m1

for any t ≥ t2 or x(t) ≥ m1 for some t∗ ≥ t2. In the former case a
bounded increasing function has a limit: K = limt→∞ x(t), K ≤ m1,
f(K) > m1. Thus there exist t̄, ν > 0, such that f(x(t)) ≥ m1 +ν, t > t̄
and t̂ > t̄, such that h(t) > t̄, t > t̂. Then for t > t̂

ẋ(t) = δ

∫ t

h(t)

f(x(t)) dsR(t, s) − δx(t)

> δ

∫ t

h(t)

(m1 + ν) dsR(t, s) − δm1 = δν > 0

(31)
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almost everywhere; the function with the derivative exceeding ν > 0
tends to infinity, which contradicts the assumption x(t) ≤ m1, t ≥ t2
(unless m1 = x∗).

In the latter case (x(t) ≥ m1 for some t∗ ≥ t2) let us prove that
x(t) ≥ m1, t ≥ t∗. Really, if for any σ > 0 we take the set S = {t >
t∗ | x(t) < m1 − σ} and consider its infimum t̄, then ẋ(t) > 0 in some
left neighbourhood of t̄, since ẋ(t) > 0 for any t ≥ t1 and x(t) < m1.
Since σ > 0 is arbitrary, we obtain x(t) ≥ m1, t ≥ t∗. Denote by t3 the
point t3 > t∗, such that h(t) ≥ t∗, t ≥ t3. Then ẋ(t) > 0, t ≥ t3, and
x(t) < m2 = min {infm1≤x≤x∗ f(x), x∗}. Similar to the previous case,
either m2 = x∗ and the solution tends to m3 and does not exceed it, or
there is t4, such that x(t) ≥ m2, t ≥ t4. Continuing this process, we
either find a sequence

m0 < m1 < m2 < · · · < mk < · · · ,

such that x(t) ≥ mk, t ≥ tk+2 (for the case δ < p ≤ δe, see Fig-
ures 1 and 2), where mi = f(mi−1), or mj = x∗ and the process cannot
be continued (for the case p > δe, see Figure 3). In the former case
limk→∞ mk = limk→∞ fk(m0) = x∗ and in the latter case we prove
limt→∞ x(t) = x∗ assuming the contrary and using the same argument
as in (31).

2) Suppose x(t) > x∗. Then in the case p ≥ δe the solution is de-
creasing (f(x(t)) < x∗ < x(s) for any t and s), thus it has a limit which
coincides with x∗ (we use the same argument as in (31)).

In the case δ < p < δe, as in 1), we construct a sequence M0 =
M , M1 = f(M0), . . . , Mk+1 = f(Mk), . . . and demonstrate that there
is a sequence of numbers tk, such that x(t) ≤ Mk for t ≥ tk. Since
limt→∞ Mk = x∗, then limt→∞ x(t) = x∗.

Definition 4. An oscillating solution of (5) is called slowly oscillating

if for any t0 > 0 there exist two points t1, t2, t2 > t1 > t0, such that
h(t) > t1, t ≥ t2, and x(t) − x∗ preserves its sign in [t1, t2) and vanishes
at the point t2:

(x(s) − x∗)(x(t) − x∗) > 0, s, t ∈ [t1, t2), x(t2) = x∗.

Otherwise, the solution is rapidly oscillatory.

The solution is rapidly oscillatory if eventually the distance between
adjacent zeros of the function does not exceed the delay.
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Theorem 5. Suppose (a1)–(a4) hold and δ < p < δe. Then the equa-

tion (5) has no slowly oscillatory about x∗ solutions.

Proof. First, let us assume: x(t) < x∗, t ∈ [t1, t2]. Let us prove:
x(t) < x∗ for any t ≥ t1. We recall that f(x) is monotone increasing
for x ∈ [0, x∗]. For the continuous solution x(t) consider the function
u(t) = maxs∈[t1,t] x(s) for t ≥ t2. If u(t) > x(t) for any t > t2, then the
maximum was attained in [t1, t2] and x(t) < maxs∈[t1,t2] x(s) < x∗ for
any t ≥ t1. Now let us assume for some t̄ we have x(t̄) = maxs∈[t1,t̄] x(s).
By (a3) the solution of the equation (5) does not exceed the solu-
tion of the following initial value problem (here maxs∈[t1,t] f(y(s)) =
f(maxs∈[t1,t] y(s)) )

(32) ẏ = δf
(

max
s∈[t1,t]

y(s)
)

− δy(t), t ≥ t̄, y(t) = x(t), t ∈ [t1, t̄].

Since f(x) > x, x < x∗, then y is increasing, as far as y < x∗, and thus
maxs∈[t1,t] y(s) = y(t), so the solution of (32) coincides with the solution
of the initial value problem for the ordinary differential equation

(33) ż = δ[f(z) − z], z(t̄) = x(t̄),

which by the existence and uniqueness theorem never intersects the equi-
librium solution y = x∗. Thus y(t) < x∗ and

x(t) ≤ y(t) < x∗, t ≥ t1.

Second, let x(t) > x∗, t ∈ [t1, t2]. By Theorem 3 x(t) < M + ε for
any ε > 0 for t > t0 large enough. Since M < x∗, it is possible to choose
ε > 0 small enough, such that M + ε < xM , where xM is the maximum
point of f(x). Let us take t1, t2 > t0. Then f(x) is increasing in x for
any x(t), t > t0. For the continuous solution x(t) consider the function
u(t) = mins∈[t1,t] x(s) for t ≥ t2. If u(t) < x(t) for any t > t2, then
x(t) > mins∈[t1,t2] x(s) > x∗, which completes the proof. Let us assume
for some t̄ we have x(t̄) = mins∈[t1,t̄] x(s). By (a3) the solution of the
equation (5) is not less than the solution of the following initial value
problem (here mins∈[t1,t] f(y(s)) = f(mins∈[t1,t] y(s)) )

(34) ẏ = δf( min
s∈[t1,t]

y(s)) − δy(t), t ≥ t̄, y(t) = x(t), t ∈ [t1, t̄].

Similar to the previous case x(t) ≥ y(t) > x∗, which completes the proof.
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Remark 1. The proof of Theorem 5 in addition demonstrates that if
the solution is either between x1 and x∗, where 0 < x1 < x∗, or between
x∗ and x2, where x∗ < x2 < M for some “remembered memory”, then
the same relation is valid for the solution, beginning with this point.
However, let us demonstrate that the fact that the solution exceeds the
equilibrium point at the segment of the length exceeding the delay does
not imply the solution stays above the equilibrium. This is due to the
fact that some part of the prehistory is above M .

Example 1. The equilibrium point of the equation

(35) ẋ(t) = 1.5 x(h(t))e−x(h(t)) − x(t)

is x∗ ≈ 0.4055. Let the delay be

(36) h(t) =







0, 0 ≤ t < 2.8,
1, 2.8 ≤ t < 3.5,
t, t ≥ 3.5.

Consider the initial value problem, with x(0) = 8. Then x(t) = A +
(8 − A)e−t for t ∈ [0, 2.8], where A = 1.5 · 8e−8 ≈ 0.0040255. Since
x(t) ≈ 0.0040255 + 7.9995975e−t, then x(1) ≈ 2.9455801 and x(2.8) ≈
0.4902612 > x∗, so x(t) > x∗ on the segment of the length exceeding 2.8
(the maximal delay of h). Denote B = 1.5x(1)e−x(1) ≈ 0.2322806. The
solution in the segment [2.8, 3.5] is

x(t) = B + (x(2.8) − B)e−(t−2.8) ≈ 0.2322806 + 0.2579806e−(t−2.8),

so x(3.3) < 0.2322806 + 0.258e−0.5 ≈ 0.38877 < x∗ ≈ 0.4055, thus the
solution becomes less than the equilibrium.

Remark 2. Theorem 5 generalizes the known result [12] for the Nichol-
son blowflies equation with a constant concentrated delay, with δ < p <
δe. In addition, under the latter condition, for (13) there is an infinite
number of rapidly oscillating solutions, see [12]. For the equation with
a variable delay this is, generally speaking, not true, as the following
example demonstrates.

Example 2. Consider the equation (35) with the delay h(t) = t −
max{sin(πt), 0}, which can be rewritten as

h(t) =























t − sin(πt), 0 ≤ t ≤ 1,
t, 1 ≤ t ≤ 2,
. . . . . .
t − sin(πt), 2n ≤ t ≤ 2n + 1,
t, 2n + 1 ≤ t ≤ 2n + 2.
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For any initial conditions there is t0 such that x(t) ≤ M , t ≥ t0. For any
t0 we have a nonoscillatory part of solution for t > t0 in the segment
[2n + 1, 2n + 2] (as a solution of the ordinary differential equation with
the equilibrium x∗) and the delay does not exceed one, so by Theorem 5
and Remark 2 x(t) is nonoscillatory for t ≥ 2n + 1, unless x(t) ≡ x∗,
t ≥ 2n + 1. Thus (35) has no rapidly oscillatory solutions.

Theorem 6. Suppose (a1)–(a4) hold. Let p = δe. Then (5) has no

oscillatory about x∗ solutions, other than identically equal to x∗ for all

t ≥ t0.

Proof. Suppose x(t) is oscillating. Let us consider two cases: 1) x(t0) <
x∗ for some t0 > 0 and 2) x(t) ≥ x∗ for any t ≥ 0, but there exists t0 > 0,
such that x(t0) = x∗. We demonstrate that in the first case the solution
is nonoscillatory, while in the second case x(t) ≡ x∗, t > t0.

1) Suppose x(t0) < x∗ for some t0 > 0. Since for p = δe we have
f(x) ≤ x∗ = f(xM ) (see Figure 2), then the solution of (5) for t ≥ t0 does
not exceed the solution y of the initial value problem for the ordinary
differential equation

(37) ẏ(t) = δx∗ − δy(t), t ≥ t0, (t0) = x(t0) < x∗,

which is nonoscillatory about its equilibrium state x∗: y(t) < x∗. Thus
x(t) ≤ y(t) < x∗, so x(t) is nonoscillatory about x∗.

2) Suppose x(t) ≥ x∗ for any t ≥ 0, but there exists t0 > 0, such that
x(t0) = x∗. Let us demonstrate that the situation x(t1) > x∗, where
t1 > t0, is impossible. For almost all t ∈ [t0, t1] we have ẋ(t) ≤ 0, since

ẋ(t) = δ

∫ t

h(t)

f(x(s)) dsR(t, s) − δx(t)

≤ δ

∫ t

h(t)

x∗ dsR(t, s) − δx(t) ≤ δx∗ − δx∗ = 0.

We have a contradiction: x(t1) > x(t0), though the derivative of x is
nonpositive almost everywhere in [t0, t1]. Thus x(t) = x∗, t ≥ t0, as far
as x(t0) = x∗ and x(t) ≥ x∗ for any t ≥ 0, which completes the proof.

The following example demonstrates that the second option in the
statement of Theorem 6 is possible.
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Example 3. Denote c = ln(2)+ln(1−e−1)−ln(1−2e−1) > 0. Consider
the equation

(38) ẋ(t) = ex(h(t))e−x(h(t)) − x(t),

where h(t) = t− c, t ≤ c, h(t) = 0, c ≤ t ≤ c + 1, h(t) = t− 1, t > c + 1.
Then the solution with the initial function ϕ(t) ≡ 2, t ≤ 0, is

(39) x(t) = 2(1 − e−1)e−t + 2e−1, 0 ≤ t ≤ c, x(t) = 1, t ≥ c.

Thus this solution coincides with the equilibrium x(t) ≡ 1 for t ≥ c =
ln ((2(e − 1))/(e − 2)).

5 Global attractivity Now let us proceed to the global attractiv-
ity in the case δ < p < δe (the maximum of f exceeds the equilibrium).

Theorem 7. Suppose (a1)–(a4) hold and δ < p < δe. Then for the

solution x(t) of (5), (9) we have limt→∞ x(t) = x∗, i.e., the positive

equilibrium is globally asymptotically stable.

Proof. By the proof of Theorem 3 for any solution in the case δ < p <
δe there are t0 > 0, ε1 > 0, ε2 > 0, such that

ε1 ≤ x(t) ≤ M + ε2, t ≥ t0, M > x∗, ε1 < x∗.

Here ε2 > 0 is arbitrary, so without loss of generality we can assume
that M + ε2 < xM , where xM = 1/a is the maximum point of f(x),
since M = f(xM ) < xM . Denote

M1 = f(M + ε2) < M, m1 = f(ε1) > ε1.

Let t1 > t0 be such that h(t) > t0, t ≥ t1. Then we will demonstrate
that there exists t̄1 ≥ t1, such that m1 ≤ x(t) ≤ M1, t ≥ t̄1. For
the lower bound m1, assume the contrary: there are points t arbitrarily
large, such that x(t) < m1. Then there are two possibilities:

a) x(t) < m1 for any t > t1, or
b) there are two points s2 > s1 > t1, such that x(s2) < m1, x(s1) = m1.

In the case a)

ẋ(t) = δ

∫ t

h(t)

f(x(s))dsR(t, s) − δx(t) > δm1 − δm1 = 0,
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so x is increasing and has a limit m, ε1 < m ≤ m1. Since f(m) > m,
then

ẋ(t) = δ

∫ t

h(t)

f(x(s))dsR(t, s) − δx(t) → δ[f(m) − m] > 0 as t → ∞

almost everywhere. Thus limt→∞ x(t) = ∞, which contradicts
limt→∞ x(t) = m.

In the case b) without loss of generality we may assume x(t) ≥ x(s2),
t ∈ [s1, s2] (otherwise, we take the infimum s̄ of all s > s1, such that
x(s) ≤ x(s2), and redenote it s2 = s̄). Then there exists ν > 0, such
that x(t) < m1, t ∈ [s2 − ν, s2] ⊂ [s1, s2]. In this interval

ẋ(t) = δ

∫ t

h(t)

f(x(s)) dsR(t, s) − δx(s) > δm1 − δm1 > 0,

since f(x(t)) > m1, t ≥ t0. This contradicts x(t) ≥ x(s2), t ∈ [s1, s2],
thus there exists t2 ≥ t1, such that x(t) ≥ m1 for t ≥ t2. We proceed
with take t̄, such that h(t) ≥ t2, t ≥ t̄; repeating this procedure, we
obtain

x(t) ≥ m1, t ≥ t2, x(t) ≥ m2 = f(t1), t ≥ t3,

. . . , x(t) ≥ mk = fk−1(m1), t ≥ tk+1, . . . .

Similarly, for the upper bound we obtain

x(t) ≤ M1, t ≥ t̃1, x(t) ≤ M2 = f(M1), t ≥ t̃2, . . . .

The sequences m1, m2, m3, m4, m5, m6 and M1, M2, M3 are illustrated
in Figure 4.

Since limk→∞ mk = limk→∞ Mk = x∗, limt→∞ x(t) = x∗, which
completes the proof.

Remark 3. Theorem 7 claims the global attractivity for the positive
equilibrium N∗ of (5). in addition, its proof demonstrates the following
for solutions with initial conditions satisfying (a4).

If |N(t) − N∗| < ε < min{1/a− N∗, N∗} for all t ≤ t1, then |N(t) −
N∗| < ε for t > t1 as well.

Thus the equilibrium solution N∗ of (5) is stable. Attractivity for
any positive initial function implies asymptotic stability. We conjecture
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FIGURE 4: The sequences m1, m2, m3, m4, m5, m6 and M1, M2, M3 il-
lustrate the steps of convergence to the positive equilibrium

that generally, without additional restriction that the delay is globally
bounded (supt>0[t−h(t)] < ∞) the equation (5) is not uniformly asymp-
totically stable, while (5) with a bounded delay is uniformly asymptoti-
cally stable.

Remark 4. Let us note that for δ < p < δe the positive equilibrium
solution of (13) is locally asymptotically stable [36]. In Theorem 7
we prove for a more general equation that this equilibrium is globally
asymptotically stable.

6 Conclusions and discussion We extended some results known
for the Nicholson’s blowflies equation (13) to the equation with a dis-
tributed delay. In particular, the following issues were considered for
(5):

1. Existence and uniqueness of solutions;
2. Positiveness and permanence of solutions (in particular, it was proved

that the solution eventually does not exceed the maximum of f(x));
3. Convergence of all nonoscillatory solutions to the positive equilib-

rium;
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4. Nonexistence of slowly oscillatory solutions in the case when the max-
imum of f(x) exceeds the equilibrium point (δ < p < δe);

5. Global attractivity of the positive equilibrium in the case δ < p < δe.

However, the following issues are still to be studied:

1. If p > δe, what are sufficient oscillation and nonoscillation conditions
for (5)? Relevant results for (13) are presented in [16, 22].

2. If p > δe, what are sufficient attractivity conditions of the positive
equilibrium point x∗ for (5)? The results for (13) can be found in
[16, 23].

3. As Example 2 demonstrates, for p < δe we cannot guarantee the
existence of rapidly oscillatory solutions in the case of the general
distributed delay, in contrast to (13) (see [12]). Which restrictions
on the distributed delay will yield the existence of an infinite number
of rapidly oscillatory solutions?

Let us discuss possible generalizations (6) with a reproduction func-
tion f . Everywhere below we assume that f is a continuous function;
otherwise, we should impose additional constraints on the delay distri-
bution just to provide that the integral in (6) exists. The following
conjectures extend the results of the present paper to a continuous re-
production function f of a rather general form.

Conjecture 1. Suppose δ > 0, f(x) is bounded, f(x) > 0 for x > 0 and

there exists K > 0, such that |f(x) − f(y)| ≤ K|x − y| for any x, y ≥ 0,
δ > 0 and (a2)–(a4) hold. Then there exists a unique solution of (6), (9).

Conjecture 2. Suppose δ > 0, f(x) is continuous, f(x) > 0 for x > 0
and (a2)–(a4) hold. Then any solution of (6), (9) is positive.

Everywhere below we assume x∗ is an equilibrium point of (6), i.e.,
f(x∗) = x∗.

Conjecture 3. Suppose δ > 0, f(x) is continuous, bounded, f(x) > 0
for x > 0, (a2)–(a4) and

(40) f(x) > x, 0 < x < x∗; f(x) < x, x > x∗

are satisfied. Then any solution of (6), (9) is permanent.

For the proof, we suggest to choose t1, such that h(t) ≥ 0, t ≥ t1,
and consider the maximal xmax and the minimal xmin values of the
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solution for t ∈ [0, t1] (both values are positive). Then the upper bound
A of the solution is the maximal value among the following: xmax, x∗

and M , where M is the upper bound of f . The lower bound of the
solution is the minimal value among xmin, x∗ and infx∈[a,A] f(x), where
a = min{x∗, xmin}.

Conjecture 4. Suppose δ > 0, f(x) is continuous, f(x) > 0 for x > 0,
(a2)–(a4) and (40) hold. Then any nonoscillatory about x∗ solution of

(6), (9) tends to x∗.

Conjecture 5. Suppose δ > 0, f(x) is continuous, f(x) > 0 for x > 0,
f(x) < x∗ for x < x∗, (a2)–(a4), (40) and at least one of the following

conditions hold:

(a) f(x) > x∗ for x > x∗;

(b) there exists c > x∗, such that f(x) is increasing for 0 ≤ x ≤ c and

is decreasing for x > c.

Then the equation (6) has no slowly oscillatory about x∗ solutions.

Conjecture 6. Suppose δ > 0, f(x) is continuous, f(x) > 0 for x > 0,
(a2)–(a4) and (40) hold and x∗ is the global maximum of f : f(x) < x∗,

if x 6= x∗. Then (6) has no oscillatory about x∗ solutions other than

identically equal to x∗ for all t ≥ t0.

Conjecture 7. Suppose δ > 0, f(x) is continuous, f(x) > 0 for x > 0,
f(x) < x∗ for x < x∗, (a2)–(a4), (40) and at least one of the following

conditions hold:

(a) f(x) > x∗ for x > x∗;

(b) there exists c > x∗, such that f(x) is increasing for 0 ≤ x ≤ c and

is decreasing for x > c.

Then any solution of (6), (9) tends to the positive equilibrium.

Let us note that in (5) the function f(x) satisfies limx→∞ f(x) = 0
which is sometimes referred as a scramble competition model when lim-
ited resources are distributed uniformly [6]. All above conjectures are
also relevant for the case of a contest competition, where the reproduc-
tion function satisfies limx→∞ f(x) = K > 0.
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